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duce eigenvalues for wide ranges of perturbation parame-
ters (0.1 # g, l # 102) and state number n, and obtainedThe energy levels of two- and three-dimensional systems are

calculated for some nonpolynomial potentials using the inner prod- results with very high accuracy.
uct technique over a wide range of values of the perturbation param- A set of exact solutions has been found by Flessas [10]
eters. The numerical results for some special cases agree with those under the conditions l , 0 and l 5 l(g). Whitehead
of previous workers where available. Q 1996 Academic Press, Inc.

et al. [11] have proved the existence of a class of exact
eigenvalues, when certain algebraic relations between l
and g hold.1. INTRODUCTION

As summarized by Mitra [1], this type of interaction
occurs in several areas of physics. In particular, this typeThere are a variety of techniques which have been em-
of potential occurs when considering models in laser theoryployed to calculate and to investigate the one-dimen-
[12] and also to a zero-dimensional field theory with asional potentials
nonlinear Lagrangian [13].

The potential 2 has been studied by Auberson [14], who
V(x; l, g) 5 x2 1

lx2

(1 1 gx2)
(1) has shown that the perturbation expansion of the eigenval-

ues E in terms of g, at fixed a, is Borel summable. For the
validity of this result, it is essential that the potential V6(x;V(x; g, a) 5

1
2

x2 7
gx4

(1 1 agx2)
. (2)

g) be positive for all ‘‘physical’’ values of g and a, where
the ‘‘physical’’ range of the parameters (g and a) is as
follows: for the potential V1(x; g), g $ 0, a . 0, and forThe potential given by Eq. (1), has recently been studied

by many authors using different techniques. Mitra [1] cal- V2(x; g), g $ 0, a . 2 (in order that V2(x, g) R y as x2

R y). Auberson and Boissiere [15] calculated the groundculated the ground state and first two excited states using
the Ritz variational method in combination with a Givens– state energy level for a large range of values of a and g,

using several methods. Flessas [16] investigated the sameHouseholder matrix eigenvalue algorithm. Galicia and
Killingbeck [2] used the finite difference method to com- potential, showing that there exists a class of exact eigen-

values and eigenfunctions when certain algebraic relationspute the energy eigenvalues for the three lowest even parity
states. Kaushal [3] has obtained the asymptotic expansions between g and a hold, with both g and a positive.

Witwit and Killingbeck [17] have applied the Hellmann–for the eigenenergies and eigenfunctions for the potential
by expanding the factor 1/(1 1 gx2) as a power series in Feynman and hypervirial theorems to calculate the energy

levels for some limited values of a and g. Handy et al. [18]gx2. Bessis and Bessis [4] have studied the same problem
by taking advantage of a two-parameter (l and g) scale have applied the eigenvalue moment method to calculate

energy levels for various values of g and a.transformation. Hautot [5] has used a Hill determinant
method to calculate the energy eigenvalues. Lai and Lin The abundance of studies of one dimensional systems

does not carry over to two- and three-dimensional systems,[6] and Witwit [7] have applied the Hellmann–Feynman
and hypervirial theorem and used Padé approximants to and there are few reported results in the literature, for

example Handy et al. [18] have applied the eigenvaluecalculate the energy eigenvalues from the perturbation
series. Fack and Vanden Berghe [8] used the finite differ- moment method to calculate the energy levels for several

eigenstates (nr , l) and for various combinations of the pa-ence method in combination with matrix diagonalization
for a numerical computation. Hodgson [9] has applied an rameters l and g. Varshni [19] and Roy et al. [20] have

used the 1/N expansion technique to calculate the energyanalytic continuation technique with Taylor series to pro-
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eigenvalues for many eigenstates for sets of parameters;
0 # nr # 2, 0 # l # 4, (l, g 5 0.1 to 1000). Finally Witwit
[21] has applied the Hellmann–Feynman and hypervirial
theorem to calculate the energy eigenvalues for a wide
range of the perturbation parameters g and l.

The inner product method of eigenvalue calculation in-
vestigated by many workers and applied to several polyno-
mial potentials in one, two, and three dimensions. We have
since established that the method can be modified and
extended to treat nonpolynomial potential in more than
one dimension. The paper is intended to point out the
flexibility of the inner product perturbation theory, which
gives it an advantage over previous applications to handle
simple polynomial potentials [18, 23, 24].

In the present paper we shall employ the inner product
FIG. 1. Nonpolynomial potential V(x, y, z 5 5; l 5 103, g 5 0.1).technique to calculate the energy eigenvalues of a nonpoly-

nomial oscillator represented by the following potentials:
renormalized form. The potential V(x, y; l, g) in Eq. (3)

V(x, y; g, l) 5 x2 1 y2 1 l[x2 1 y2][1 1 g(x2 1 y2)]21 (3) can be expanded and rewritten in renormalized form:

V 7(x, y; g, a) 5 As [x2 1 y2] 7 g[x4 1 y4] V(x,y;l,g,b)5e2 [x2 1y2]2lb[x2 1y2]2lg[x4 12x2y2

1y4]1lg2[x6 13x4y2 13x2y4 1y6][1 1 ga(x2 1 y2)]21 (4)
2lg3[x8 14x6y2 16x4y4 14x2y6 1y8]

V(x, y, z; g, l) 5 x2 1 y2 1 z2 1 l[x2 1 y2 1 z2] 1lg4[x10 15x8y2110x6y4 110x4y6

15x8y2 1y10]2lg5[x12 16x10y2 115x8y4
[1 1 g(x2 1 y2 1 z2)]21 (5)

120x6y6 115x4y8 16x2y10 1y12]
V 7(x, y, z; g, a) 5 As [x2 1 y2 1 z2] 7 g[x4 1 y4 1 z4] 1lg6[x14 17x12y2 121x10y4 135x8y6

135x6y8 121x4y10 17x2y10 1y14][1 1 ga(x2 1 y2 1 z2)]21. (6)
2lg7[x16 18x14y2 128x12y4 156x10y6

170x8y8 156x6y10 128x4y12 18x2y14 1y16] (7)The nonpolynomial potentials given by Eqs. (3)–(6) in
1lg8[x18 19x16y2 136x14y4 184x12y6

two and three dimensions are in general nonseparable in
1126x10y8 1126x8y10 184x6y12136x4y14

Cartesian coordinates, showing symmetrical behavior and,
19x2y16 1y18]2lg9[x20 110x18y2 145x16y4

due to this behavior we do not require a great deal of
1120x14y6

computation to arrive at our results.
1210x12y8 1252x10y10 1210x8y12

The perturbation calculation for the potentials (3)–(6) 1110x6y14 145x4y16 110x2y18 1y20]
is made by expanding the factors f (x, y; g) 5 [1 1 g(x2 1 2lg10[x22 111x20y2 155x18y4 1165x16y6

y2)]21 and f (x, y, z; g) 5 [1 1 g(x2 1 y2 1 z2)]21 as a power 1330x14y8 1462x12y10 1462x10y12 1330x8y14

series in g(x2 1 y2) and g(x2 1 y2 1 z2) which is valid for 1165x6y16 155x4y18 111x2y20 1y22],
g(x2 1 y2) # 1 and g(x2 1 y2 1 z2) # 1. As xI(x1 5 x,
y2 5 y, z3 5 z) varies from (2y # xI # 1y), the functions where
f (x, y; g) and f (x, y, z; g) equal zero at the endpoints, and

e 5 Ï1 1 l 1 bl, l 5 1. (8)one at the origin, the functions f (x, y; g) and f (x, y, z; g)
being always nonnegative.

Also the nonpolynomial potential V(x, y, z; g, l) in threeThe complex singularities for the rational fraction poten-
dimensions can be expanded and rewritten in renormal-tial in Eqs. (3), (5), x, y, z 5 7i/Ïg, will affect the tightness
ized form:of the bounds, particularly as the poles get closer to the real

axis. It has been shown by Handy [22] that mapping the sin- V(x,y,z;l,g,b)5e2[x2 1y2 1z2]2lb[x2 1y2 1z2]
gularities to infinity improves the tightness of the bounds. 22lg[x2y2 1x2z2 1y2z2]2lg[x4 1y4 1z4]
For large values of g, the perturbing potential is almost en- 13g2l[y4z2 1y4x2 1y2z4 1y2x4 1z4x2 1z2x4]
tirely concentrated near the origin. The potentials’ shapes 1g2l[x6 1y6 1z6]24g3l[y6z2 1y6x2 1y2z6

are controlled by the parameters l, g, and a (see Fig. 1). 1y2x6 1z6x2 1z2x6]26g3l[y4z4 1y4x4 1x4z4]
The energy perturbation series is expected to be diver- 212g3l[y4z2x2 1y2z4x2 1y2z2x4]2g3l[x8

gent, so we start by introducing a renormalization parame- 1y8 1z8]15g4l[x2y8 1y2z8 1z2y8 1y2x8

1z8x2 1z2x8]110g4l[y6z4 1y6x4 1y4z6ter (b), so transforming the potential in Eq. (3) to the
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1y4x6 1z4x6 1z6x4]120g4l[y6z2x2 1y2z6x2 HC(x, y) 5 EC(x, y), (10)
1y2z2x6]130g4l[y4z4x2 1y4z2x4 1y2z4x4]

where H stands for the Hamiltonian,1lg4[x10 1y10 1z10]26g5l[x10y2 1x10z2

1x2y10 1x2z10 1y10z2 1y2z10]215g5l[x8y4

H 5 2­2
xx 2 ­2

yy 1 V(x, y; g, l), (11)1x8z4 1x4y8 1x4z8 1y8z4 1y4z8]
230g5l[x8y2z2 1x2y8z2 1x2y2z8]

we use the reference function,
260g5l[x6y4z2 1x6y2z4 1x4y6z2 1x4y2z6

1x2y6z4 1x2y4z6]220g5l[x6y6 1x6z6 1y6z6] F(x, y) 5 [xLxyLy] exp[2As e(x2 1 y2)] (12)
290g5l[x4y4z4]2lg5[x12 1y12 1z12]17g6l[x12y2

1x12z2 1x2y12 1x2z12 1y12z2 1y2z12] where e is a variable real positive parameter and Lx and
121g6l[x10y4 1x10z4 1x4y10 1x4z10 1y10z4

Ly are nonnegative integers. The next step is to work out
1y4z10]142g6l[x10y2z2 1x2y10z2 1x2y2z10] (9) the quantity
135g6l[x8y6 1x8z6 1x6y8 1x6z8 1y8z6

1y6z8]1140g6l[x6y6z2 1x6y2z6 1x2y6z6] EW(M, N) 5 kCuHx2My2NuFl, (13)
1210g6l[x6y4z4 1x4y6z4 1x4y4z6]

obtained by taking the inner product of the Schrödinger1105g6l[x8y4z2 1x8y2z4 1x4y8z2 1x4y2z8

equation (10) with the reference function (12). Where1x2y8z4 1x2y4z8]1g6l[x14 1y14 1z14]
28g7l[x14y2 1x14z2 1x2y14 1x2z14 1y14z2 W(M, N) is defined by
1y2z14]228g7l[x12y4 1x12z4 1x4y12

W(M, N) 5 kFux2My2Nucl (14)1x4z12 1y12z4 1y4z12]256g7l[x12y2z2

1x2y12z2 1x2y2z12]2168g7l[x10y4z2 1x10y2z4

and then substituting the perturbation expansions1x4y10z2 1x4y2z10 1x2y10z4 1x2y4z10]
256g7l[x10y6 1x10z6 1x6y10

W(M, N) 5 O
K

W(M, N, K)lK (15)
1x6z10

1y10z6 1y6z10]2280g7l[x8y6z21x8y2z6

E 5 O
J

E(J)lJ (16)1x6y8z2 1x6y2z8 1x2y8z6 1x2y6z8]
2420g7l[x8y4z4 1x4y8z4 1x4y4z8]
270g7l[x8y8 1x8z8 1y8z8] into the W(M, N) recurrence relation given by Eq. (13),
2560g7l[x6y6z4 1x6y4z6 1x4y6z6]

which leads to a recurrence relation for the coefficients
2lg7[x16 1y16 1z16],

(see Appendix A).
e5Ï11l1bl,l51.

The coefficients of the potential Vn in Eq. (7) have been
expressed in the recurrence relation (A.1) as (V1 5 2lg,

We have expanded the potentials as given by Eqs. (7) V2 5 lg2, V3 5 2lg3, ..., V9 5 2lg9, V10 5 lg10). The
and (9) to a limit in which any term beyond that limit makes unperturbed energy can be expressed as
no difference to our eigenvalues. For our calculations this

E(0) 5 e[4Sx 1 4Sy 1 2Lx 1 2Ly 1 2] (17)limit was reached in 10 and 7 terms for two dimensions
and three dimensions, respectively.

and the initial condition imposed on W(M, N, K) is given asIn this paper, we have carried out extensive numerical
calculations of the energy eigenvalues of nonpolynomial W(Sx , Sy , 0) 5 W(Sy , Sx , 0) 5 71, Sx 5 0; Sy 5 0, 1.
potentials in two and three dimensions over a wide range (18)
of l, g, and a values. We have achieved our objective using
the inner product technique, which has not been exploited We exploited the interchange symmetry between the
by any previous worker to treat these types of calculations. coordinates x 2 y, if the eigenstates have even or odd

Inner product perturbation theory is used to calculate symmetry, i.e.,
the energy perturbation series. The series does not con-

W(M, N, K) 5 7W(N, M, K). (19)verge for arbitrary l and g, but for sufficiently small values
of g/l and g/a it produces accurate results.

The state-labelling indices Sx , Sy , Lx , Ly are used in Eqs.
(12)–(20) to pick out the particular state being treated as
explained in a previous work [23].2. THE RECURRENCE RELATIONS FOR THE

The indices are scanned in the order M, N, K as ex-NONPOLYNOMIAL POTENTIALS V(X, Y; ll, g) and
plained in Ref. [23] and the relation (17) is used to workV6(X, Y; g, a) IN A TWO-DIMENSIONAL SYSTEM
out W(M, N, K) in terms of lower order elements which
are already known. E(J) is found from the relation (17)To find the recurrence relations which allow us to calcu-

late the eigenvalues of the Schrödinger equation for a for the special case M 5 Sx , N 5 Sy , and the sum on the
left-hand side becomes E(J), because of the intermediatenonpolynomial potential in a two-dimensional system,
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TABLE I

Eigenvalues of a Nonpolynomial Potential V(x, y; l, g) for a Two-Dimensional System, for Several
Sets of Perturbation Parameters and Several Eigenstates (nx , ny ; f)

Note: The parity label f 5 1, 2; even, odd for x } y interchange symmetry.

normalization convention W(Sx , Sy , 0) 5 1 which we im- At first sight, on account of Eq. (21) it would seem that
V7(x, y; g, a) is similar to V(x, y; g, l), merely by changingpose on the algorithm.

Fifty coefficients of the perturbation series for the non- l to a21 and g to ga.
polynomial potential (3) for several energy levels were

3. THE RECURRENCE RELATION FOR THEcomputed; accordingly we find
NONPOLYNOMIAL POTENTIALS V(X, Y, Z; l, g) AND

Enx , ny
(l, g) 5 O

J
E(J)lJ. (20) V 7(X, Y, Z; g, a) IN A THREE-DIMENSIONAL SYSTEM

The algebraic manipulations needed to derive the re-The algebraic manipulations needed to derive the re-
quired recurrence relation for a nonpolynomial potentialquired recurrence relation for a nonpolynomial potential
in three dimensions (9) are similar to those which haveV7(x, y; g, a) are similar to those which have been used
been derived in the two-dimensional system.above in connection with the nonpolynomial potential V(x,

To find the recurrence relations which allow us to calcu-y; l, g). The potential V7(x, y; g, a) (4) can be expressed
late the eigenvalues of the Schrödinger equation for ain another form, namely
nonpolynomial potential (9),

V 7(x, y; g, a) ; F1
2

7
1
aG [x2 1 y2] HC(x, y, z) 5 EC(x, y, z), (23)

where H stands for the Hamiltonian
6

1
a

[x2 1 y2][1 1 ga(x2 1 y2)]21 (21)
H 5 2 ­2

xx 2 ­2
yy 2 ­2

zz 1 V(x, y, z; g, l), (24)

; F1
2

7
1
aG [x2 1 y2] 7

a21

ga we use the reference function

F(x, y, z) 5 [xLxyLyzLz] exp F2
1
2

e(x2 1 y2 1 z2)G , (25)6
a21

ga
[1 1 ga(x2 1 y2)]21. (22)
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TABLE II

Eigenvalues of a Nonpolynomial Potential V 6(x, y; g, a) for a Two-Dimensional System, for Several
Sets of Perturbation Parameters and Several Eigenstates (nx , ny ; f)

Note: The parity label f 5 1, 2; even, odd for x } y interchange symmetry.

where Lx , Ly , and Lz are nonnegative integers. The next E(0) 5 e[4Sx 1 4Sy 1 4SZ 1 2Lx 1 2Ly 1 2Lz 1 3] (30)
step is to work out the quantity

and the initial condition imposed on the W(M, N, L, K)
EW(M, N, L) 5 kCuHx2My2Nz2LuFl, (26) is given as

obtained by taking the inner product of the Schrödinger
W(Sx , Sy , Sz , 0) 5 W(Sz , Sy , Sx , 0) 5 W(Sx , Sz , Sy , 0) 5 1equation (24) with the reference function (25), where

W(M, N, L) is defined by Sx 5 Sy 5 0; Sz 5 0, 1.
(31)

W(M, N, L) 5 kFux2My2Nz2Lucl, (27) We exploited the interchange symmetry between the
coordinates x, y, z, if the eigenstates have even symme-and then substituting the perturbation expansions,
try, i.e.,

W(M, N, L) 5 O
K

W(M, N, L, K)lK (28)
W(M, N, L, K) 5 W(N, M, L, K) 5 W(M, L, N, M)

E 5 O
J

E(J)lJ, (29) 5 W(N, L, M, K) 5 W(L, N, M, K) (32)

5 W(L, M, N, K).
into W(M, N, L). The recurrence relation given by Eq.
(26) leads to a recurrence relation for the coefficients (see The state-labelling indices Sx , Sy , Sz , Lx , Ly , Lz are used

in Eqs. (25)–(32) to pick out the particular state beingAppendix A). The coefficients of the potential Vn in Eq.
(9) have been expressed in the recurrence relation (A.2) treated as explained in a previous work [24].

The indices are scanned in the order M, N, L, K asas (V1 5 22lg, V2 5 2lg, V3 5 3g2l, ..., V38 5 2560g7l,
V39 5 27g7l). The unperturbed energy can be expressed as explained in Ref. [24] and the relation (A.2) is used to
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TABLE III

Eigenvalues of a Nonpolynomial Potential V(x, y, z; l, g) for a Three-Dimensional System, for
Several Sets of Perturbation Parameters and Several Eigenstates (nx , ny , nz)

work out W(M, N, L, K) in terms of the lower order the energy eigenvalues for the Schrödinger equation when
potential (3) has a circular symmetry in two dimensions,elements which are already known. E(J) is found from the

relation (A.2) for the special case I 5 Sx , J 5 Sy , L 5 Sz i.e. (x 5 r sin u, y 5 r cos u, r2 5 x2 1 y2) or when the
potential (6) has spherical symmetry in three dimensions,and the sum on the left-hand side becomes E(J), because

of the intermediate normalization convention W(Sx , Sy , i.e. (x 5 r sin u cos f, y 5 r sin u sin f, z 5 r cos u, r2 5
x2 1 y2 1 z2).Sz , 0) 5 1 which we impose on the algorithm.

Forty coefficients of the perturbation series for the non- The general form for the Schrödinger equation in N for
two or three dimensions can be written aspolynomial potential (9) for several energy levels were

computed; accordingly,

Enx ,ny ,nz
(l, g) 5 O

J
E(J)lJ. (33) F2

d 2

dr2 1
1
4

(N 1 2l 2 3)(N 1 2l 2 1)r22

(34)

The renormalized series method (hypervirial and renor- 1 VN52,3(r; l g)GC(r) 5 EC(r).
malization parameters b) [24] can be used to compute

TABLE IV

Eigenvalues of a Nonpolynomial Potential V(x, y, z; l, 2g) for a Three-Dimensional System, for Several
Sets of Perturbation Parameters and Several Eigenstates (nx , ny , nz)
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TABLE V

Eigenvalues of a Nonpolynomial Potential V 6(x, y, z; g, a) for a Three-Dimensional
System, for Several Sets of Perturbation Parameters and Several Eigenstates (nx , ny , nz)



INNER PRODUCT TECHNIQUE 227

TABLE VI

Comparison of Some Eigenvalues of the Nonpolynomial Potential Which Have Been
Calculated by the Inner Product Technique with Those Calculated by Other Workers
[18, 19, 21]
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By studying the form of the Schrödinger equation (34), 3), (2, 2, 2), ..., (10, 10, 10), and (10, 10, 12) and mixed
parity such as (1, 0, 0) and (1, 1, 0) over a wide range ofwe found that the form of Eq. (34) can be used in two or

three dimensions by making the appropriate choice of l. l, g, and a. It is clear from our results listed in Tables
III–V that the inner product technique works excellentlyIn three dimensions (N 5 3) l is the usual angular momen-

tum value (0, 1, 2, ...). In two dimension l is set equal to for these values of l, g, and a.
We want to remark on one aspect of our calculations:umu 2 As, where m is the magnetic quantum number. The

potential VN52,3(r; l, g) can be expressed as It is clear the inner product technique is capable of dealing
with any eigenstate has even- or odd-symmetry, with quan-
tum numbers (nr 5 0, 1; 2m; umu 5 0, 1, 2, 3, ...) for a two-VN52,3(r; l, g) 5 er2 2 lbr2 2 l[gr4 2 g2r6 1 g3r8

(35) dimensional system and (nr 5 0, 1; 3l; l 5 0, 1, 2, 3 ...) for
2g4r10 1 g5r12 2 g6r14 1 g7r16], the three-dimensional system.

However, from a practical viewpoint handling even-sym-
metry eigenstates is preferable, because it is simpler andwhere
their computation is more quickly performed than unsym-
metrical eigenstates, and requires less memory.e 5 1 1 l 1 bl, l 5 1. (36)

There are some other eigenvalue results available by
other methods [18, 19, 21]; consequently it is possible toThe energy levels are then most appropriately character-
infer the accuracy of the present results by a direct compari-ized by the quantum numbers (nr , l) rather than (nx , ny ,
son. In Table VI, comparison has been made for the poten-nz). The energies of the unperturbed levels are
tial V(x, y, z; l, g) for various values of l and g and several
sets of eigenfunctions; such comparison shows that the

E(0) 5 (4nr 1 2m 1 2)Ïe, N 5 2, (37) present technique is highly accurate. We can say that the
accuracy of our listed results in Table VI is very good in2nr 1 m ; nx 1 ny , (38)
comparison with the results of Handy et al. [18], Varshni

E(0) 5 (4nr 1 2l 1 3)Ïe, N 5 3, (39) [19], and Witwit [21]. To get the energy eigenvalues of our
calculations to agree with the results of Ref. [19], it is2nr 1 l ; nx 1 ny 1 nz , (40)
necessary to multiply his results by 2, since he used 2As=2

in his Hamiltonian. In Table VI we present six energy
where nr is called the radial quantum number and l is the levels for the potential V(x, y, z; l, g) for different values
angular momentum. of l 5 0.1 to 1000 and g 5 0.1 to 5.

In the present work, we push our numerical analysis as
far as possible, and in this respect we go further than other4. RESULTS AND DISCUSSION
workers [18, 19] in our analysis. We study here two- and
three-dimensional systems and we extend our calculationThe main purpose of this paper was to show the effective-

ness of the inner product technique as applied to various to higher excited states.
For large g, a, and small l, it is found that the innermultidimensional quantum problems which have not been

treated by this technique before. product technique underestimates the eigenenergies, be-
cause it violates the conditions g(x2 1 y2) # 1 and g(x2 1The energy levels are calculated for several eigenstates

over a wide range of perturbation parameters l, g, and a. y2 1 z2) # 1, which impose on the expansions given by
(7), (9). Therefore the inner product technique dependsCalculation of the eigenenergies for the potentials V(x,

y; g, l) and V 7(x, y; g, a) were carried out for sets of (l, on the ranges which are used for l and g if it is to give
eigenvalue results of good accuracy; therefore we restrictedg, a) values. The levels having nx 5 ny values are degener-

ate with those odd parity levels which satisfy (nx , ny 5 our calculation to a rather small range of g and a large
range of l.nx 1 2).

In Tables I and II, we present 24 energy levels for poten- Since many of our results for these potentials are not
available in the literature, it has been found useful to havetials 3 and 4 for different values of l, g, and a (V(l 5

102 2 106; g 5 0.5 2 1.5), V 6(g 5 5 3 1024, 2 3 1023; some check on the calculations. Accordingly, some values
which are listed in our tables have been checked by us usinga 5 2.5, 15)).

It should also be mentioned that we have not observed other methods of calculation, such as renormalized series.
As a next comment we wish to draw attention to theany fundamental difference between the V 1 and V 2 cases

as we vary the perturbation parameters g and a. fact that the inner product calculations and renormalized
series calculations agree to about all figures.For three-dimensional systems we used the inner prod-

uct technique to calculate the eigenvalues for the potentials Aitken extrapolation is used; it seems that such extrapo-
lation improves the convergence of the perturbation seriesV(x, y, z; l, g) and V 6(x, y, z; g, a) for several eigenstates

with even-parity such as (0, 0, 0), (1, 1, 1), (0, 0, 2), (1, 1, and gives extra digits of accuracy.
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For three successive terms of the sequence of En values
En 5 En 2

[En11 2 En]2

[En12 2 2En11 1 En]
. (42)arising from a perturbation series Enln, the Aitken extra-

polation formula can be expressed as

The second form of the expression (42) is less prone toEn 5
[EnEn12 2 E 2

n11]
[En12 2 2En11 1 En]

. (41)
roundoff errors when En , En11 , and En12 are very close
together in value. The traditional Aitken transformation
serves to handle sequences with errors which form a singleThis result is easily remembered, but a more stable form

of it is geometric progression.

APPENDIX A
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